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Power analysis

 Definition of power: probability that a statistical test will reject a false
null hypothesis (H,) when the alternative hypothesis (H,) is true.

* Plain English: statistical power is the likelihood that a test will detect an
effect when there is an effect to be detected.

« Main output of a power analysis:
* Estimation of an appropriate sample size

 Very important for several reasons:
« Too big: waste of resources,
« Too small: may miss the effect (p>0.05)+ waste of resources,
« Grants: justification of sample size,
« Publications: reviewers ask for power calculation evidence,

° The 3 RS Replacement’ I: Methods which Methods which m?:imggzﬂglmg

avoid or replace minimise the
the use of animals number of animals and improve animal
used per experiment welfare



What does Power look like?
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What does Power look like?
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* Probability that the observed result occurs if Hy is true
* Hy: Null hypothesis = absence of effect
« H;: Alternative hypothesis = presence of an effect



What does Power look like?

Example: 2-tailed t-test with n=15 (df=14)
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* In hypothesis testing, a critical value is a point on the test distribution
that is compared to the test statistic to determine whether to reject the

null hypothesis
« Example of test statistic: t-value

 If the absolute value of your test statistic is greater than the critical
value, you can declare statistical significance and reject the null

hypothesis
« Example: t-value > critical t-value



What does Power look like?

critical value
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°* O : the threshold value that we measure p-values against.

* For results with 95% level of confidence: O = 0.05
« = probability of type | error

« p-value: probability that the observed statistic occurred by chance alone

« Statistical significance: comparison between a and the p-value
* p-value <0.05: reject H, and p-value > 0.05: fall to reject H,



What does Power look like?
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« Type ll error (B) is the failure to reject a false H,
« Direct relationship between Power and type Il error:

« B=0.2and Power=1-=0.8 (80%)



The desired power of the experiment: 80%

* Type ll error (B) is the failure to reject a false H,

* Direct relationship between Power and type Il error:
e iff=0.2and Power=1-=0.8(80%)

* Hence a true difference will be missed 20% of the time

* General convention: 80% but could be more or less

 Cohen (1988):
 For most researchers: Type | errors are four times
more serious than Type Il errors: 0.05 * 4 =0.2

e Compromise: 2 groups comparisons: 90% = +30% sample size,
95% = +60%



To recapitulate:

The null hypothesis (Hy): H, = no effect

The aim of a statistical test is to reject or not H,

Statistical decision

True state of H,

H, True (no effect)

H, False (effect)

Reject H,

Type I error o /[.;x\
False Positive W/

I~

%

Correct
True Positive

Do not reject H,

o~

%?)

Correct
True Negative

Type II error B /[.;\\
False Negative M\\C/

Traditionally, a test or a difference are said to be “significant” if

the probability of type | error is: o =< 0.05

High specificity = low False Positives = low Type | error
High sensitivity = low False Negatives = low Type Il error




Power Analysis

The power analysis depends on the relationship
between 6 variables:

1
1
1
1
1
1

ne difference of biological interest

o - Effect size
he standard deviation

ne significance level (5%)
ne desired power of the experiment (80%)

ne sample size

ne alternative hypothesis (ie one or two-sided test)



The effect size: what is 1t?

« The effect size: minimum meaningful effect of biological relevance.
» Absolute difference + variability

« How to determine it?
e Substantive knowledge
* Previous research
 Conventions

« Jacob Cohen
« Author of several books and articles on power
« Defined small, medium and large effects for different tests

Relevant Effect Size Threshold
Test effect size Small Medium Large
t-test for means d 02 05 04
F-test for ANCWVA f 01 025 04
t-test for correlation r 01 03 05
Chi-square w 0.1 0.3 05
2 proportions h 0.2 0.5 0.8




Probability density

The effect size: how iIs It calculated?
The absolute difference

It depends on the type of difference and the data

. Easy example: comparison between 2 means
Absolute difference
Effect Size = [Mean of experimental group] — [Mean of control group]
Standard Deviation

The bigger the effect (the absolute difference), the bigger the power
. = the bigger the probability of picking up the difference



http://rpsychologist.com/d3/cohend/

Probability density

The effect size: how iIs It calculated?
The standard deviation

The bigger the variability of the data, the smaller the power

Effect Size = [Mean of experimental group] — [Mean of control group]|
———

Standard Deviation

critical value




Power Analysis

The power analysis depends on the relationship
between 6 variables:

1
1
°t
° 1
° 1
1

ne difference of biological interest

ne standard deviation

he significance level (5%) (p< 0.05) a

he desired power of the experiment (80%) B

ne sample size

ne alternative hypothesis (ie one or two-sided test)



The sample size

Most of the time, the output of a power calculation

The bigger the sample, the bigger the power
. but how does it work actually?

In reality it is difficult to reduce the variability in data, or the
contrast between means,
. most effective way of improving power:
. increase the sample size.

The standard deviation of the sample distribution
= Standard Error of the Mean: SEM = SD/AN
. SEM decreases as sample size increases

Population

mean = u

Standard deviation SEM: standard deviation of the sample distribution



Frequency

The sample size
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The sample size

Population

‘Infinite’ number of
samples
Samples means = X

Sample means

Sample means

Small samples (n=3)

Big samples (n=30)




probability

probability

The sample size

Small samples (n=3) Big samples (n=30)

24 P
. Population
1 - 14
[%2]
. c
o]
.2 (] .
0 . E o ——
2 -
.. D-
. £
] |
14 wn
2+ 2 7
Probability distribution under H: small samples Probability distribution under Hy: big samples
0.16 0.06
0.14 4 0.05 A
0.12 - .
0.1 4 E 0.04 1 Observed result must be in Observed result must be in
0.08 { @bserved result must be in Observed result must be in = 0.03 this range to be this range to be
) this range to be this range to be = significant significant
0.06 1 significant significant 2 0.02 4
0.04 i = oo dr ! ) f : !
0.02 A ]
0+ 0 T T T r - - r -
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
X X
o j
’ True value = 40 0.05 4/ 1
0.12- e v .
0.1 - I = 0.04
.08 1 = True value = 40
gg: | Significant results: 5 0031
00s{ 21%ofthetime = 0024 Significant results:
002 4 0.01 1 90% of the time
0 - |
1] - - ~ + T r T T
0 10 2 30 4 5 6 W 8 90 100 0 10 =20 30 40 S0 60 70 80 90 100



probability

probability

The sample size

Probability distribution under Hy: small samples

0.16
0.14 4
0.12 4

0.1 4
0.08 { Observed result must be in Observed result must be in

) this range to be this range to be
0.06 1 significant significant
0.04 4

I i)
0.02 4
D 4
0 10 20 30 40 S0 60 70 80 90 100
X

018
014
a1z Truevalue =40

o1 . i\
gg: Significant results:
004 21% of the time
0.02

0 4
0 10 20 30 40 50 &0 70 80 90 100

S Q
I

probability

0.05
0.04
0.03
0.02
0.01

0.06
0.05
0.04
0.03
0.0z
0.01

Probability distribution under Hg: big samples

Observed result must be in
this range to be

Observed result must be in
this range to be

significant significant
I A
f 1 f 1
10 20 30 40 50 60 70 80 90 100
X
Il
[ !
True value = 40
Significant results:
90% of the time
0 10 20 30 40 50 60 70 80 90 100

X

0.84
I A L L) S, L)
10 12 14



The sample size: the bigger the better?

It takes huge samples to detect tiny differences but tiny samples to
detect huge differences.

What if the tiny difference is %0
meaningless?
. Beware of overpower

80 - *xk*k ko

. Nothing wrong with the stats: it is all 04
about interpretation of the results of 60 4
the test. 50

40 |

30 S

Remember the important first step of o

power analysis S S R
What is the effect size of biological 7 _17s2ss
Interest? 0-




Power Analysis

The power analysis depends on the relationship
between 6 variables:

1
1
1
1
1
° 1

ne effect size of biological interest

ne standard deviation

ne significance level (5%)

ne desired power of the experiment (80%)

ne sample size

ne alternative hypothesis (ie one or two-sided test)



The alternative hypothesis: what is i1t?

. One-tailed or 2-tailed test? One-sided or 2-sided tests?
T Distribution

Two-Tailed Versus One-Tailed Hyphothesis Tests

Figure A: Figure B: t=-1.70 (.05 t=+1.70 [.05)
Two-Tailed Test One-TalledTest el 0 R D
(Left-Tailed Test) t= -2,05 [.025) t= 4205 (025
-3 -2 -1 o 1 & 3
t
t =419
5.0% obs
“y

Level of Significance for a Directional Test
(Cos) ozs o1 Loos Lo00S

Level of Significance for a Non-Directional Test

--- CE) 0z2 01 001

df = 25 | 1.70 203 2,47 276 367

. Is the question:
. Is the there a difference?

. . do ood affec e

« Is it bigger than or smaller than? Nl s+ e A A

. Can rarely justify the use of a one-tailed test
. Two times easier to reach significance
with a one-tailed than a two-tailed

. Suspicious reviewer!




* Fix any five of the variables and a mathematical
relationship can be used to estimate the sixth.

e.g. What sample size do | need to have a 80% probability (power) to detect
this particular effect (difference and standard deviation) at a 5%
significance level using a 2-sided test?

Difference Standard deviationT

\ /

Sample sizeT

.

Significance level \l, PowerT 2-sided test (1\)



Technical and biological replicates

« Definition of technical and biological depends on the model and the
guestion
* e.g. mouse, cells ...

» Question: Why replicates at all?
« To make proper inference from sample to general population we
need biological samples.
« Example: difference on weight between grey mice and white mice:
« cannot conclude anything from one grey mouse and one white
mouse randomly selected
« only 2 biological samples
* need to repeat the measurements:
 measure 5 times each mouse: technical replicates
« measure 5 white and 5 grey mice: biological replicates

« Answer: Biological replicates are needed to infer to the general population



Technical and biological replicates
Always easy to tell the difference?

« Definition of technical and biological depends on the model
and the question.

 The model: mouse, rat ... mammals in general.
« [Easy: one value per individual
* e.g. weight, neutrophils counts ...

Technical Biological

2 333
ﬂ n=1 ﬂ n=3

 What to do? Mean of technical replicates = 1 biological replicate




Technical and biological replicates
Always easy to tell the difference?

 The model is still: mouse, rat ... mammals in general.
* Less easy: more than one value per individual
e e.g.axon degeneration

/l -

> »  One measure
R

One mouse =) Several segments = Several axons m) Tens of values
per mouse per segment per mouse

« What to do? Not one good answer.

« |In this case: mouse = experiment unit
« axons = technical replicates, nerve segments = biological replicates




Technical and biological replicates
Always easy to tell the difference?

* The modelis : worms, cells ...
« Less and less easy: many ‘individuals’
 Whatis ‘n’in cell culture experiments?
« Cell lines: no biological replication, only technical replication

« To make valid inference: valid design

Control Treatment

@ — = U fa7ale

ol o | Dishes. flask ' Glass slides
lal of frozen cells IS Ce:SiI as S,IENG S ... microarrays
ells In culture lanes in gel

Point of Treatment wells in plate

Point of Measurements



Technical and biological replicates
Cell cultures

 Design 1: As bad as it can get

:

/ \ One value per glass slide

% ﬁ e.g. cell count
/AN /N

« After quantification: 6 values
« But what is the sample size?
e n=1
* no independence between the slides
« variability = pipetting error



Technical and biological replicates
Cell cultures

« Design 2: Marginally better, but still not good enough

:

/ \ Everything processed

=I=l=—1—T T

S S T
VAT Y .

« After quantification: 6 values
« But what is the sample size?
e n=1
no independence between the plates
variability = a bit better as sample split higher up in the hierarchy




Technical and biological replicates

Cell cultures

« Design 3: Often, as good as it can get

Day 1 Day 2 Day 3

- v v

/\ /\ /\
s e S

L Do Vo
V4. A . 4

« After quantification: 6 values
« But what is the sample size?
* n=3

Key difference: the whole procedure is repeated 3 separate times
Still technical variability but done at the highest hierarchical level

Results from 3 days are (mostly) independent
Values from 2 glass slides: paired observations



Technical and biological replicates
Cell cultures

Design 4: The ideal design

person/animal 1 person/animal 2 person/animal 3

« After quantification: 6 values

But what is the sample size?
n=3
Real biological replicates



Technical and biological replicates
What to remember

« Key things to remember:

« Take the time to identify technical and biological replicates
« Try to make the replications as independent as possible
* Never ever mix technical and biological replicates

* The hierarchical structure of the experiment needs
to be respected in the statistical analysis.



Hypothesis

Experimental design
Choice of a Statistical test

l

Power analysis

l

Sample size

1

Experiment(s)

(Stat) analysis of the results



 (Good news:

there are packages that can do the power analysis for you ...
providing you have some prior knowledge of the key
parameters!

difference + standard deviation = effect size

 Free packages:

e G*Power and InVivoStat

 Russ Lenth's power and sample-size page:
http://www.divms.uiowa.edu/~rlenth/Power/

* R

« Cheap package: StatMate (~ $95)

« Not so cheap package: MedCalc (~ $495)


http://www.divms.uiowa.edu/~rlenth/Power/

Power Analysis
Let’s do it

« Examples of power calculations:

« Comparing 2 proportions
« Comparing 2 means
« Comparing more than 2 means

 Correlation

« Package: G*Power




Power Analysis
Comparing 2 proportions

« Research example:

« Ascientist is looking at a new treatment to reduce the development
of tumours in mice.

e Control group: 40% of mice develop tumours

« Aim: reduction to 10%

« Power: 80%, 5% significance

« Effect size: measure of distance between 2 proportions or probabilities

« Comparison between 2 proportions: Fisher’s exact test



Power

Analysis

Comparing 2 proportions

Four steps to Power

i
{ie, G*Power 3.1.3

File Edit View Tests Calculator Help

Central and noncentral distributions | Protocol of power an.

alyses

Example case:

from 40% to 10%.

Decrease of tumour development

Correlation p H1 0.3

o err prob 0.05
Power (1- err prob) 0.95
Correlation p HO v}

Stepl: choice of Test fai

nily

Test family Statistical test

Exact - [Correlat Bi ¢ mal model V]
'ml i

F tests g

t tests te required sample size - given o, power, and effect size v]

%2 tests

z tests Output Parameters

Lower critical r
Upper critical r
Total sample size

Actual power

Calculate

X-Y plot for a range of values




G*Power

.
fiy G*Power 3.1.3 ==

File Edit View Tests Calculator Help

Central and noncentral distributions | Protocol of power analyses

Step 2 : choice of Statistical test

Test family Statistical test

lExact v] [Correl.atiron: Bivariate normal model -

Correlation: Bivariate normal model
UEEE BT 2T i Linear multiple regression: Random model
A priori: Compute r Proportion: Difference from constant (binomial test, one sample case)
Proportions: Inequality, two dependent groups (MoblermarT
Proportions: Inequality, two independent group s (Fisher's exact test)
Proportions: Inequality, two independent grou
Proportions: Inequality (offset), two indepen

Col Proportion: Sign test (binomial test)

- Generic binomial test

Input Parameters

t groups (uncanditional)

Werr prog oS Total sample size 7
Power (1-B err prob) 0.95 Actual power ?
Correlation p HO o

Fisher’s exact test or Chi-square for 2x2 tables

X-Y plat for a range of values Calculate




G*Power = —

File Edit Wiew Tests Calculator Help

Central and noncentral distributions | Protocol of power analyses

A\ ~ 4
—

Step 3: Type of power analysis

Test family Statistical test

Exact - ] [ Proportions: Inequality, two independent groups (Fisher's exact test) -
= Type of power analysis

A priori: Compute required sample size - given o, power, and effect size -

A priori: Compute required sample size — given o, power, and effect size

) - Compromise: Compute implied o & power - given B/« ratio, sample size, and effect size
Criterion: Compute required o - given power, effect size, and sample size

Post hoc: Compute achieved power - given w, sample size, and effect size

Sensitivity: Compute required effect size - given o, power, and sample size

Proportion p2 0.6 Total sample size ?
© err prob 0.05 Actual power 7
Power (1-F err proh) 0.85 Actual o ?

Allocation ratio N2 /N1 1

X-Y plot for a range of values




G*Power

Step 4. Choice of Pa

ﬁ’ﬁ G*Power 3.1.9.2

File Edit View Tests Calculator Help

Central and noncentral distributions | protocol of power analyses

ameters

Tricky bit: need Infori
difference and the va

1ation on the size of the
1ability.

Test family Statistical test
[Exact '] [Pmpcrrticms: Inequality, two independent groups (Fisher's exact test) ']
Type of power analysis
[A priori: Compute required sample size - given o, power, and effect size v]
Input Parameters Output Parameters
Tail(s) Sample size group 1 ?
Propartion pl 0.1 Sample size group 2 ?
Proportion p2 0.4 Total sample size ?
o err prob 0.05 Actual power ?
Power (1- err prob) 0.8 Actual o 7

Allocation ratio N2 /N1 1

X-Y plot for a range of values




G*Power =

File Edit View Tests Calculator Help

| Central and noncentral distributions | Protocol of power analyses |

[2] —— Monday, july 25, 2016 — 18:03.23 -
Exact — Proportions: Inequality, two independent groups (Fisher's exact test)

Options: Exact distribution

Analysis: A priori; Compute required sample size

Input: Tail(s) = Two
Praoportian pl = 0.1

imi Pr':'p':'”i':': a j 335 b Clear
« If aiming for a decrease from P err prob) - oo [ Clear |

40% to 10% for tumour output e oo Tl
development, we will need 2 sample size group? - | [ save

i = Print
samples of about 36 mice to Actual power = 0.8003903 . [ prim_]

reach significance (p<0.05) Testfamiy Statistical test

[F_lcact VI lepurtions: Inequality, two independent groups (Fisher's exact test) v]

with 80% power.

Type of power analysis

[A priori: Compute required sample size - given o, power, and effect size

Input Parameters Output Parameters

Tail(s) Sample size group 1
Proportion pl 0.1 Sample size group 2 36

Proportion p2 0.4 Total sample size 72

o err prob 0.0 Actual power 0.8003903
Power (1-B err prob) 0.8 Actual o 0.0256590

Allocation ratio N2 /N1 1

Options l’ X-Y plot for a range of values l [ Calculate ]




G*Power

For a range of sample sizes:

-
ﬁ GPower - Plot =
File Edit View
Craph | Table
Exact - Proportions: Inequality, two independent groups (Fisher's exact test)
Tail(s) = Two, Proportion p2 = 0.4, Allocation ratio N2 /N1 =1,
o err prob = 0.05, Power {1-B err prob) = 0.8003%
300
250 —
Ly
N 4
‘n
o
5 200 -
E
[ -
w
™
£ 150 —
'_
100 —
50 —
I ! I I Ll I ! |
0.05 0.1 0.15 0.2 0.25
Proportion pl
Plot Parameters
Plot (on y axis) ’Total. sample size v] with markers Dand displaying the values in the plot
as a function of ’Prop-orti.on pl v] from 0.05  in steps of 0.01  through to 0.25
Plot E graph(s) ’interp-olating paoints "]
with [Power (1-B err prob) - at 0.8003903
and [uerr prob v] at 0.05

e ——————————————————




Power Analysis
Comparing 2 means

« Research example:

« Ascientist is looking at the effect of caffeine on muscle metabolism.
* Metabolism measured via Respiratory Exchange Ratio (RER)

* Pilot study:
* Placebo: Mean=100.56, SD=7.70 and Caffeine: Mean=94.22, SD=5.61
« Power: 80%, 5% significance

» Effect size: difference between the 2 means accounting
for the variability (Cohen’s d).

« Comparison between 2 means: t-test



-

B G*Power 3.19.2

File Edit View Tests Calculater Help
Central and noncentral distributions | Protocol of power analyses
critical t =1.9796

0.3+

0.24

0.1+

o

Test family Statistical test
[ttests '] [Maans: Difference between two independent means (two groups) v]

Type of power analysis

[A priori: Compute required sample size - given «, power, and effect size

Power Analysis

oo D O
Tail(s) | Two * Moncentrality parameter & 3.6588168

Effectsized  0.5571429 Critical t 1.9795999
o err prob 0.05 Df 122

Power (1-B err prob) 095 Sample size group 1 62

Allocation ratio N2 /N1 1 Sample size group 2 62

Total sample size 124

Actual power 0.9525306

X-Y plot for a range of values

nl !=n2
Mean group 1 0
Mean group 2 1
5D o within each group 05
nl =n2
Mean group 1 a2
Mean group 2 B87.4
SDaogroup | 7
SD o group 2 7

Effect size d 0.6571429

l— Calculate and transfer to main window ]

| [ calculae ]J

-
B G*Power 3.1.9.2 = —
File Edit View Tests Calculator Help
| Central and noncentral distributions | Protocel of power analyses

t tests — Means: Difference between two independent means (two groups) -

Analysis: A priori: Compute required sample size |

Input: Tail(s) = Two
Effect size d = 0.9411351
o err prob = 0.05
Power (1-B err prob) = 0.80
Allocation ratio N2 /N1 =1

Output: Moncentrality parameter & = 2.9007732
Critical t = 2.0280940
DF = 36
Sample size group 1 = 19
Sample size group 2 = 19
Total sample size = 38
Actual power = 0.8058354

Test family Statistical test

[t tests V] IMeans: Difference between two independent means (two groups) v]

Type of power analysis

[A priori: Compute required sample size - given o, power, and effect size

1)

Input Parameters

Effect size d 0.9411351
o err prob 0.05

Power (1-f err prob) 0.80

Allocation ratio N2 /N1 1

Output Parameters
MNoncentrality parameter &

Critical t

Df

Sample size group 1
Sample size group 2
Total sample size

Actual power

2.9007732
2.0280940
36
19
19
38
0.8058354

X-Y plot for a range of values

] [ Calculate J

Providing the difference observed in the pilot study is a good estimation
of the real effect size, we need a sample size of n=38 (2*19).




Power Analysis

[ G Power3.192

File Edit View Tests Calculator Help
Central and noncentral distributions [-pgm«u of power mdy:es]

critical t =2.02809

H;

/

0 ¥ v T T T T

SDogroup 1
Total sample size Srup

Actual power 0.8058354 SO o group 2

Effect size d

-3 -2 -1 0 1 2 3 4 5
Test family Statistica test LN
[l tests vJ [Iluns; Difference between two tqéepend,‘t means (two gr&s@ v]
Type of power analysis / / \ nl l= n2
[A priori: Compute required sample size - given , g(nev/md effect size Mean group 1 0|
Mean group 2 1
Input Parameters Output Parameters
Tail(s) ’ Noncentrality parameter & SD o within each group 05
Effectsized  0.94113%1 Critealt
O1 SR POt o Mean group |
Power (1-f err prob) Sample size group |
Mean group 2
Allocation ratio N2 /N1 1 Sample size group 2

0.9411351

Caiculate and transfer to main window ]

| x-Yplotforarangeofvaiues | [ Caicutate |




Power Analysis

For a range of sample sizes:

©
E GPower - Plot

File Edit View

Craph | Table

Total sample siza
o o ~N &
[ (=] [ [
| 1 | |

@
=1
|

I
=]
|

t tests - Means: Difference between two independent means (two groups)

Tail{s) = Two, Allocation ratio N2/N1 =1,
o err prob = 0.05, Power (1-B err prob) = 0.8

0.4 0.5

T T T T T T T
0.6 0.7 0.8 0.9
Effect size d

Plot Parameters

Plot (on y axis) [To‘(ai sample size

VI with markers |:|and displaying the walues in the plot

as a function of lEﬁ'ect size d

v] from 0.4 in steps of 0.05  through to

Plot graphis) [imerpolating paints "]

with [Power {1-B err prob)

7 at 0.8

and [m err prob

hd ] at 0.05




Comparison of more than 2 means
ANOVA

Extension of the t-test as in it compares means accounting for groups
variability but because there are more than 2 means, it actually
compares the variance between groups with the one within groups
(hence ANalysis Of VAriance).

Output of an ANOVA is 2-fold:

— first, the omnibus part quantifying the overall difference between the
groups and

— second, the pairwise comparisons of interest via post-hoc tests.

Most of the time, it's the second bit which is really interesting
— An adjustment needs to be applied to account for multiple comparisons.



Comparison of more than 2 means

 Different ways to go about power analysis in the context of
ANOVA:

— n?: explained proportion variance of the total variance.
« Can be translated into effect size d.
* Not very useful: only looking at the omnibus part of the test

Minimum power specification; looks at the difference between the
sm ' means.

» All means other than the 2 extreme one are equal to the grand mean.

— Smallest meaningful difference
» Works like a post-hoc test.



Power Analysis
Comparing more than 2 means

* Minimum power specification

« Research example:

— Aresearcher is interested in 4 different teaching methods in the
area of mathematics education.
 Effect of these methods on standardized math scores.
— Group 1: the traditional teaching method,
— Group 2: the intensive practice method,
— Group 3: the computer assisted method and,
— Group 4: the peer assistance learning method.

 Standardized test: mean score = 550, SD = 80

« Power: 80%, 5% significance



Power Analysis
Comparing more than 2 means

Research example: Comparison between 4 teaching methods

— Assumptions:
« Equal group sizes and equal variability (SD = 80)

Prior research:
— Traditional teaching (Group 1): lowest mean score
— Peer assistance (Group 4): highest mean score

Group 1: mean = 550 (SD = 80)
Group 4: Difference of interest> +1.2 SD: 550+80*1.2 = 646
Other 2 groups: mean = grand mean = 598 (= 646+550/2)



Power A

* Minimum power specification

nalysis

r
ﬁ G*Power 3.1.0.2

Type of power analysis

i =
File Edit View Tests Calculator Help
| Central and noncentral distributions | Protocol of power analyses
[18] -~ Friday, Seprember 23, 2076 —- 14:59:38 -
F tests — ANOWVA: Fixed effects, omnibus, one-way
Analysis: A priori: Compute required sample size
Input: Effect size = 04242641
o err prob 0.05
Power (1-B err prob) = 0.80
Mumber of groups = 4
Output: Moncentrality parameter = 12.2400018 Clear
Critical F = 2.7481909
Mumerator df = 3
Denominator df = 64 B
ve
Total sample size = b8 -
Actual power = 0.8232895 3
.
Test family Statistical test
’ F tests Y] ’ANOVA: Fixed effects, omnibus, one-way - ]
-

IA priori: Compute required sample size - given o, power, and effect size

Input Parameters

Effect size f 0.4242641
o err prob 0.05

Power (1-5 err prob) 080

Number of groups 74

Each group:

Cutput Parameters

Noncentrality parameter &

Critical F

Select procedure

[Eﬁect size from means v]

MNumber of groups 4 E

5D owithin each group &0

Mumeratar df
Denominator df
Total sample size

Actual power

n=17

Croup Mean Size

1 550 5

12.2400018 2 598 5

2.7481909 3 598 5
64
68
0.8232895

X-Y plot for a range of values

] [ Calculate I

Equal n 5

20

Total sample size

Effect size 04242641

l Calculate and transfer to main window I

Close




Power Analysis

* Minimum power specification

.
i GPower - Plot = S
File Edit View
Graph | Table
F tests - ANOVA: Fixed effects, omnibus, one-way
Number of groups = 4, e err prob = 0.05, Power (1-B err prob) = 0.8
1000 —
800 —
o=
Q. 600 —
E
L
n
B
2 400
200 —
0= T T T T T T T T T T T T T T T T
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Effect size f
Plot Parameters
Plot (on y axis) [Tm;al sample size '] Wlth markers Dand displaying the values in the plot
as a function of [Eﬂact size f v] from 0.1 in steps of 0.01  through to 0.5
Plot E] graph(s) [interpolating points V]
with [Power {1-p err prob) V] at 0.8
and [rx err prob '] at 0.0%

 |f the other 2 means are known, better to use them:
 if more polarized towards the two extreme ends:
« easier to detect the group effect: smaller samples.



Comparison of more than 2 means

 Different ways to go about power analysis in the context of
ANOVA:

— n? : explained proportion variance of the total variance.
« Can be translated into effect size d.

— Minimum power specification: looks at the difference between the
smallest and the biggest means.

o Al e 2 extreme one are equal to the grand mean.

— Smallest meaningful difference
» Works like a post-hoc test.




Power Analysis
Comparing more than 2 means

 Research example: Comparison between 4 teaching methods
« Smallest meaningful difference

— Same assumptions:
« Equal group sizes and equal variability (SD = 80)

— 3 comparisons of interest: vs. Group 1
— Smallest meaningful difference: group 1 vs. Group 2

e t-test: Mean 1 = 550, SD = 80 and mean 2 = 598, SD = 80

 Power calculation like for a t-test but with a Bonferroni correction
(adjustment for multiple comparisons)



Smallest meaningful difference

Bonferroni cc

Power Analysis
Comparing more than 2 means

rrection

3 comparisor

s: 0.05/3 =0.017

7
iy G*Power 3.19.2 | =
| File | Edit View Tests Calculator Help
Central and noncentral distributions | Protocol of power analyses
critical t =2.42103
P
4 Y
4 \
0.3+ ’ A
1 A
/
0.24 A
! Y
’ \
- A
0.1 ; B ® &
~
- 2 S
- .
0= T T T T T T a T T T T T T T T T
-3 -2 -1 0 1 2z 3 4 5
Test family Statistical test
’t tests V] ’Means: Difference between two independent means (two groups) VI
Type of power analysis
A priori: Compute required sample size - given o, power, and effect size VI
Input Parameters Output Parameters
Tail(s) Noncentrality parameter & 32863353
Effect size d Critical t 24210311
o err prob Df 118
Power (1- err prob) Sample size group 1 B0
Allocation ratio N2 /N1 1 Sample size group 2 60
Total sample size 120
Actual power 0.8050639

X-Y plot for a range of values

]l Calculate |

O nll=n2
Mean group 1
Mean group 2

5D o within each group

@ nl =n2
Mean group 1
Mean group 2
SDogroup 1

S0 ogroup 2

Effect size d

550

598

&0

&0

06

l Calculate and transfer to main window |




Power Analysis
Correlation

Research example:

« Aecologist is looking at the host-parasite relationship in roe deers.
Measures of body weight and parasite load will be collected
from a group of females: Body weight = f(parasite load).

* Pilot study on a small group: r =0.3
« Power: 80%, 5% significance

Effect size: Cohen’s r: effect size in correlation



Power Analysis

Correlation

Power (1-§ err prob)

Actual power

-
ﬁ G*Power 3.1.9.2 = || =
File Edit View | Tests | Calculator Help
Central and noncentral distributions | Protocol of power analyses
critical t =1.99006
-
~
f’ W
0.3 4 v AY
/ AY
/ N
0.2 4 A
y A
A S
0.1 - o ~
# 2 “o
- -
_- NS ~
0 = . T T T T S T T T 7 T T T
-3 =3 —1 o 1 2 3 4 H
Test family Statistical test
[t tests v] lCorrelation: Point biserial model v]
Type of power analysis
[A priori: Compute required sample size - given o, power, and effect size v]
Input Parameters Cutput Parameters
Tail(s) Moncentrality parameter & 2 8477869
Effect size |p| 03 Critical t 1.9900634
o err prob 0.05 Df
0.8 Total sample size

X-Y plot for a range of values

] I Calculate I




Power Analysis
Unequal sample sizes

« Scientists often deal with unequal sample sizes

* No simple trade-off:
« if one needs 2 groups of 30, going for 20 and 40
will be associated with decreased power.
Unbalanced design = bigger total sample
Solution:

Step 1: power calculation for equal sample size
Step 2: adjustment

N 2n(1+k)*
- Caffeine example but this time: Ak
placebo group: 2 times smaller than caffeine one: N
k=2. Using the formula, we get a total: ! d+k)
N=2*19*(1+2)2/4*2=43 L KN
Placebo (n,)=14 and caffeine (n,)=29 (1+k)




Power Analysis

Non-parametric tests

« Non-parametric tests: do not assume data come from a Gaussian distribution.

« Non-parametric tests are based on ranking values from low to high

« Non-parametric tests not always less powerful

« Proper power calculation for non-parametric tests:

* Need to specify which kind of distribution we are dealing with
* Not always easy

« Non-parametric tests never require more than 15% additional subjects
providing 2 assumptions:

« n>=30

 the distribution is not too unusual

* Very crude rule of thumb for non-parametric tests:
« Compute the sample size required for a parametric test and add 15%.
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