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Quantitative data

w They takenumerical valuegunits of measurement)

_ _ _ (ONTINUOUS DISCRETE
w Discrete: obtained by counting NS Sty e
¢ Example: number of students in a class ‘@'
¢ values vary by finite specific steps
W Or continuous: obtained by measuring '
¢ Example: height of students in a class [ am 31" o R
| WEIGH 34.1 grams Y4 oporol

¢ any values

https://github.com/allisonhorst/stats -illustrations#other -stats-artwork

w They can be described by a series of parameters:
¢ Mean, variance, standard deviation, standard em@ndconfidence interval


https://github.com/allisonhorst/stats-illustrations#other-stats-artwork

Measures of central tendency
Mode and Median

w Mode: most commonly occurring value in a distribution
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w Median: value exactly in the middle of an ordered set of numbers
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Example 1: 18 27 34 52 54 59 EE- 82 85 87 91 93 100, Median = 63
Example 2: 18 27 27 34 52 52 59 61 63 68 85 85 85 90, Median = 60



Measures of central tendency
Mean

5_

w Definition:average of all values in a column.

w Example: mean ofl, 2, 3,3and 4
¢ (1+2+3+3+4)/5 2.6

w The mean is amodelbecause it summaries the data.

w How do we know that it is aaccurate mode?
¢ Difference between the real data and the model create

O Continuous variable




Measures of dispersion

w Calculate the magnitude of the differences between each data and the mean
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w Total error = sum of differences
t v ®=-1.6-06+04+0.41.4=0

No errors !
wPositive and negative: they cancel each other out.
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Continuous variable
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Sum of Squared errors (SS)

w To solve that problem: we squae¥rors i}

¢ Instead of sum of errorsum of squared errors (SS):
YN to D@ ® “'

= (1.6)2+ (0.6f + (0.45 +(0.4% + (1.4}
=2.56+0.36 +0.16 + 0.16 +1.96
=5.20 8

w SS gives a good measure of the accuracy of the mode
¢ But: dependent upon the amount of data: the more data, the higher the SS.

¢ Solution to divide the SS by the number of observations (N)

wAsS we are interested in measuring the error in the sample to estimate the one in the population
divide the SS by-lll instead of N and we get theariance(S) = SS/NL




Quantitative variable

Population

Degrees of freedom

— Mean Population (p) Mean Sample ¢) = 2.6

GE 2.6 = (1+2+3+84)/5 = 2.6

Sample ' \
nth value: fixed

First (nl) values: whatever

n—1 degrees of freedom



Variance and standard deviation
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w Problem with variance: measure in squared units

¢ The square root of the variance is taken to obtain a measure in the same unit as th
original measure:
wthe standard deviation

CSD.KXKO{MbbH=KNGED pdT

wThestandard deviationis a measure of how well the mean represents the data.



Continuous variable
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Standard deviation

S.D.=0.5
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Small S.D.

data close to the mean:
mean is agjood fitof the data
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S.D.=3.5
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Large S.D.
data distant from the mean:
mean isnot an accurate representation



Standard Deviation (SD) or Standard Error Mean (SEM)’
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Standard Deviation

ATheSDquantifieshow much the values varfrom one another
Ascatter or spread
ATheSDdoes not change predictably as you acquire more data.
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Continuous variable
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Standard Error Mean

1 A
SEM e

ATheSEMquantifieshow accuratelywe know thetrue meanof the population.
A Why? Because it takes into accou@id + sample size

AThe SEM gets smaller as your sample gets larger

A Why? Because the mean of a large sample is likely to be closer to the true mean than is the mean of a
sample.
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Continuous variable

TheSEM and the samplsize
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SD or SEM ?

w If the scatter is caused lyological variabilityit is important to show the
variation.

¢ Report the Shather than the SEM.
wBetter even: show a graph of all data points

w If you are using an in vitro system with no biological variability, the scatte
IS aboutexperimental imprecisiofno biological meaning).

¢ Report the SENb show how well you have determined the mean.



Confidence interval

ARange of values that we can be 95% confident contains the true mean of the populatic
- Limits of 95% C[Mean-1.96 SEM; Mean+ 1.96 SE&M} 9a I {5k Kb 0

Adistribution Is not something made, it Is somethioigserved.

Proportion of values

-1.96*SD 0

On either side of the mean

+1.96*SD
Trunk

This IS a tree This Is a normal distribution



To recapitulate

AThe Standard Deviationdgscriptive
A Just about the sample.

A The Standard Error and the Confidemtrval areinferential
A Sample— General Population

Standard Deviation(SD) (Descriptive) Standard Error(SE) (Inferential)

Q's w/n a population: /s this "normal”? Q's between populations: Are they “different"?
-
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Graphical exploration of data



Experimental design

Data Collection/Storage




Data Exploration

Stages for Each of the 12 Problem Behaviours

Weight control -
Sunscreen use -
Smoking cessation -
Safer sex -

Radon gas exposure -
Quitting cocaine -
Physicians'practices -
Mammaography screening -
High fat diet -
Exercise acquisition -
Condom use -

Adolescent delinquency

Percentage of cells

400 600

Sample Size

Treatment

Control

Stages of Change
[] Precontemplation
DContempIation
Ol Preparation

Action
.Maintenance

£ Alive
Bl Dead

Categoricadata

Stages for Each of the 12 Problem Behaviours

Weight control 1
Sunscreen use -
Smoking cessation -
Safer sex -

Radon gas exposure
Quitting cocaine -
Physicians'practices -
Mammography screening -
High fat diet 1
Exercise acquisition 1
Condom use

Adolescent delinquency -

25 50 75 100
Frequency

Mumber of cells

Control

2 Alive
Il Dead

Treatment

Stages of Change
[ | Precontemplation
DContemplation
L] Preparation

Action
.Maintenance



BEIERSQILICUCIEN Quantitative data: Scatterplot
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el e el Quantitative data:
Scatterplot/stripchart
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Data Exploration

Length (cm)

1101

100+

704

Coyote

Smallest data value
= lower cutoff
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«— Upper Quartile (Q3) 75" percentile

nterguamle Range (IQR)

Lower Quartile (Q1) 25" percentile

------ w------- Cutoff = Q1 — 1.5%IQR

.\

Male

Female

Outlier

Quantitative data: Boxplot
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Data Exploration

Quantitative data:
Boxplotor Beanplot
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Scatterplot shows individual data
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Uniform Normal

Distributions

Bimodal

Data density mirrored by the shape of the polygon




Data Exploration Quantitative data:
Boxplotand Beanplotand Scatterplot
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REICR=GICEUNEN  Quantitative data: Histogram

Male Female

Lengths of Raven eggs (from Ratcliff, 1993)
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BEIERDIVENE Quantitative data: Histogram(distribution)

Exponential Distribution

Frequency
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Data exploration plotting data



DEIERS ]I Plotting is not the same thing as exploring

A One experimentchange in the variable of interest betwe@ondAto CondB
x Data plotted as &ar chart

The fiction The truth
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Plotting (and summarising) is (so) not
the samething asexploring

Data Exploration

A Five experimentschange in the variable of interest between 3 treatments and a
control.
x Data plotted as #&ar chart

The truth (if you are into bar charts)
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Data Exploration Plotting (andsummarising and choosing the wrong gray.
IS (definitely)not the same thing as exploring

A Four experimentsBeforeAfter treatment effect on a variable of interest.
A Hypothesis Applying a treatment will decrease the levels of the variable of interest.

x Data plotted as dar chart ﬁ The truth \

The fiction
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