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Association between 2 continuous variables
Linear relationship



Signal-to-noise ratio

: Similarity J _ Sig n a I
L Variability ) N O i Se

Signal = statistical significance
Noise
Signal = no statistical significance

Noise



Signal-to-noise ratio and Correlation

_ Signal
Noise

e Signal is similarity of behaviour between variable x and variable vy.

similarity _ Signal
variability ~ Noise

 Coefficient of correlation: r =

covariance

"

similarity _ COV;CY _ Z (xi _f)(Yi _37)
variability  SD,SDy,  (m — 1) SD,SD,,

N —

Standard Deviation

F =




Correlation

* Most widely-used correlation coefficient:
e Pearson product-moment correlation coefficient

“,n
r

* The magnitude and the direction of the relation between 2 variables
* |tis designed to range in value between -1 and +1

. . Coefficient Strength of the
* -0.6 <r>+0.6 : exciting (+ve or—ve) relationship
0.0to 0.2 Negligible
0.2to 0.4 Weak
0.4 to 0.7 Moderate

* |t gives the proportion of variance in Y that can be explained by X (in percentage).
* It helps with the interpretation of r
* It’s basically the effect size

* Coefficient of determination “r2”



Variable 2

Correlation

p = 0.0002 p=0.04
r=-0.34 @ r=-0.83

r2=0.68
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Coefficient of determination
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5 cell lines on protein expression

‘d i b RM one-way ANOVA
; Z e e e |y e < ANOWA results o
e » o P Ordinary one-way ANOVA 4 . °
4 Unpaired t test it ANOWA results 1 Table Analyzed Neutrophils
4 4 2
; Table Analyzed coyotes 1 Table Analyzed Transform of Protein expression - Repeated measures ANOVA summary
4 Assume sphericity? No
3 Column B Males 2 Data sets analyzed A-E 5 | F 28 57
3 .
g v ve- 6 Pvalue 0.0002
5 Column A Females 4 ANOVA summary S ©vaiue summary o
6
- Unpaired t test 5 F 8.127 8 | Statistically significant (P < 0.05)? Yes
: : | 0 1045 6 Pvalue <0.0001 - - Qa9ia
value . PO 0
9 P value summary ns 7 F'-Va!ue sumrnary 1P | Rsquare 0.8772 88 A)
10 Significantly different (P < 0.05)? No - ~Sioeifieant aiff amorameanrs (B2 00817 Ves 1(y 1
11 One- or two-tailed P value? Two-tailed 9 | Rsquare 0.3081 3 (o}
12 t, df t=1.641, df=84 -=
13
14 How big is the difference? 1
2way ANDVA
15 Meanof comnA 8.7+ B Beer goggles effect
16 Mean of column B 92.06
17 Difference between means (B - A) £ SEM 2.344 + 1.428 4
18 o i 0496440 5.185 1 Table Analyzed data for 2-way
19 R squared (eta squared) 0.03107 o 2
an 3 A) 3 Two-way ANOVA Ordinary
4 Alpha 0.05
5
6 Source of Variation % of total variation Pvalue P value summary Significant?
7 Interaction 22.06 <0.0001 b Yes
8 Alcohol Consumption 3716 <0001 Yes 22%+37%+1.88% = 61%
9 Gender 1.882 0.1614 ns No
10
11 ANOVA table sSs DF MS F (DFn, DFd) P value
12 Interaction 1978 2 989.1 F (2. 42)=11.91 P=0.0001
13 Alcohol Consumption 3332 2 1666 F (2, 42)=20.07 P=0.0001
14 Gender 168.8 1 168.8 F{1,42)=2032 P=0.1614
15 Residual 3488 42 83.04
16




Correlation: Two more things

First assumption for parametric test: Normality
Correlation: bivariate Gaussian distribution

Variable Y
® O

1.6 1.8 20 22 24 26 28 30 32 34
Variable X

Symmetry-ish of the values on either side of the line of best fit.



Correlation: Two more things

Thing 2: Line of best fit comes from a regression

Correlation: nature and strength of the association
Regression: nature and strength of the association and prediction
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Variable X

Correlation = Association

Variable Y
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Variable X

Regression = Prediction
Y=A*X+B




Correlation
treelight.xlsx

Amount of light in a tree
Have a go!



Correlation with Prism 8

Analyze Data

Built4n analysis v
Which analysis?

= Transform, Normalize...
Transform
Transform concentrations (X)
Normalize
Prune rows

Remove baseline and column math

Transpose X and Y
Fraction of total
= XY analyses
Nonlinear regression (curve fit)
Linear regression
Fit spline/LOWESS

Smoath, differentiate or integrate curve

Area under curve

Deming (Model II) linear regression

Row means with SD or SEM
Interpolate a standard curve
Column analyses
[+ Grouped analyses
[+ Contingency table analyses
<

Analyze which dat
A [ A:Variable 2

When you analy:
than one data ¢
which d&

Select All

Help

Parameters: Correlation X

Compute correlation between which pairs of columns?

(O) Compute r for every pair of Y data sets (Correlation matrix).
@Compute r for X vs. every Y data set:

A
(O) Compute r between two selected data sets:
A
Column A : Variable 2
Assume data are sampled from Gaussian distribution?

Normality

(®) Yes, Compute Pearson correlation coeffidents,

0. LOMPUTE Nnonparamewic spearman correlanon,

Options

Pvalue: () One-tailed |@® Two-tailed Non-directional

Confidence interval: g5eg v

Output
Show this many significant digits (for everything except P values): E =

Y

P value style: |GP: 0.1234 (ns), 0.0332 (%), 0.0021(*%), ~| = 6 =

Graphing
Create a heatmap Cl‘ the correlation matrix.

I:l Make these choices the default for future analyses

[oc 1]

Learn Cancel

== III‘

Results

Association

11 Number of XY Pairs

13

{D Correlation DEE_th

Light
A

1 |Pearsonr /

2l -0.8465

3 95% confidence interval  -0.9530

4 | R squared 0.7165

9

6 |P value )

7 | P (two-tailed) IIII.[IIEIEISJ

8 | Pwvalue summary i

5 | Significant? (alpha = 0.05) Yes

m'-tﬁ\s\z:\ Strong

Negative

. Significant




Light (lux)

Correlation with Prism 8

Amount of light in a tree

6000
®
o ® ¢
40001 ©
o
® o o o
o o
2000 o
r=-0.85, p=0.0003, r:=72%
0 . : . :

0 2 4 6 8 10
Depth (meters)

12



Analyze Data

Data to analyze
Table: Ordinary one-way ANOVA of Transform of Protein exp

Type of analysis
Which analysis? Analyze wt

[ aPrec

= Transform, Normalize... ~
Transform
Transform concentrations (X)
Marmalize
Prune rows
Remove baseline and column math
Transpose X and
Fraction of total
= XY analyses
MNonlinear regression (curve fit)
Linear regression Wihen you
= than am
Fit spline /LOWESS "
Smooth, differentiate or integrate curve
Area under curve
Deming (Model IT) linear regression
Row means with 5D or SEM
Caorrelation
Interpolate a standard curve
Column analyses
Grouped analyses
Contingency table analyses W
£ >

Select £

Help

Correlation with Prism 8
(if you also want a line of best fit)

Parameters: Linear Regression *

Interpolate
[ interpolate unknowne from standard curve
Compare
Test whether slopes and intercepts are significantly different
Graphing options
[Jshow the |52 confidence bands of the best-fit line
[ Residual plot
Constrain
[JForce the line to go through %= o {: Y=10 {‘,
Replicates
Consider each replicate ¥ value as an individual point
Only consider the mean ¥ value of each point
Also calculate
[ Test departure from linearity with runs test

95% confidence interval of ¥ when X =

o 1§
95% confidence interval of X when ¥ = l:l 6

Range
Start regression line at: End regression line at:
® Auto (® Auto
Ox= | 0624709 [ 5 Ox= | 0.6953660¢ | 5
Output

e
4k

Show this many significant digits (for everything except P values):

P value style! | GP: 0.1234 {ns), 0.0332 (®), 0.0021 (**), 0.0 ~ M= &

1k

[IMake these choices as default for future regressions

Mare choices... Learn Cancel

Cancel

22

Linear reg. A
Tabular results Light
Best-fit values
Slope -292.2
Y-intercept 5014
K-intercept 17.16
1/slope -0.003423
Std. Error
Slope 5541
Y-intercept 3422
95% Confidence Intervals

Results

Prediction

Slope 414 1to -170.2

Y-intercept 4261 to 5767

K-intercept 13.59 to 25 66
Goodness of Fit
[ R square 0.7165

Sy.x 5607
Is slope significantly non-zero?

F 2780

DFp DFd 1.1

P value 0.0003
=TT T e s a
Equation [ Y =-292.2°X + 5014




Light (lux)

Correlation with Prism 8

Amount of light in a tree

6000;

N
o
o
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N
-
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Y =-292.2*X + 5014

r=-0.85, p=0.0003, r2=72%

2 4 6 8 10 12
Depth (meters)



Association between 2 continuous variables
Non-linear relationship



Curve fitting

® Dose-response curves
— Nonlinear regression

— Dose-response experiments typically use around 5-10 doses of agonist, equally spaced on a
logarithmic scale

— Y values are responses

e The aim is often to determine the IC50 or the EC50

— IC50 (I=Inhibition): concentration of an agonist that provokes a response half way between the
maximal (Top) response and the maximally inhibited (Bottom) response.

— EC50 (E=Effective): concentration that gives half-maximal response

Y=Bottom + (Top-Bottom)/(1+10*((LogEC50-X)*HillSlope)) ~ Y=Bottom + (Top-Bottom)/(1+10%((LoglC50-X)*HillSlope))

Top Top-

Bottom- Bottom—

log [Agonist] log [Agonist]



Curve fitting
Example: Inhibition data.xlsx

Parameters: Monlinear Regression ﬁ
‘ Model |Meﬁ10d I Compare |jConstrain I Initial values I Range | Output | Confidence | Diagnostics | Flag |
I

Inhibition
450+

Step by step analysis and considerations: 400-

& NO Inhibitor
@ |nhibitor

3504
1- Choose a Model: 300
250+
2- Choose a Method 200
1504
3- Compare different conditions ™

501

0 -9 -8 -7 -6 5 -4 -3
log(Agonist)



Curve fitting

Example: Inhibition data.xlsx

Parameters: Monlinear Regression

3

Model |Meﬁ10d I Compare | IConstrain I Initial values I Range | Output | Confidence | Diagnostics | Flag |

Step by step analysis and considerations:

1- Choose a Model

| Parameters: Nonlinear Regression X

x farniin o L LSO s L rarann g

Model Method Compare Constrain Initial values Range Output Confidence Diagnostics Flag

2} Recently used - New ~
[# Standard curves to interpolate ‘
= Dose-response - Stimulation
log(agonist) vs. response (three parameters)
log(agonist) vs. response -- Variable slope (four parameters)
log(agonist) vs. normalized response
log(agonist) vs. normalized response -- Variable slope
[Agonist] vs. response (three parameters)
[Agonist] vs. response - Variable slope (four parameters)
[Agonist] vs. normalized response
[Agonist] vs. normalized response -- Variable slope
[# Dose-response - Inhibition
[+ Dose-response - Special, X is concentration
[+ Dose-response - Spedial, X is log(concentration)
[+ Binding - Saturation
[+ Binding - Competitive
[# Binding - Kinetics
[+ Enzyme kinetics - Inhibition
[+ Enzyme kinetics - Velocity as a function of substrate

Recently used
.

Interpolate
[[Jinterpolate unknowns from standard curve. Confidence interval:  None

Learn Cancel oK




Curve fitting
Example: Inhibition data.xlsx

Parameters: Monlinear Regression u

Model |Meﬁ10d I Compare | IConstrain I Initial values I Range | Output | Confidence | Diagnostics | Flag |

x LirALIA 0 L LirALIn w L rzraun
; Parameters: Nonlinear Regression X

Step by step analysis and considerations:

Model Method Compare Constrain Initial values Range Output Confidence Diagnostics Flag

Outliers
(O No spedal handling of outliers
2- Choose a MethOd: (O Detect and eliminate outliers
Q= % [ & | []create a table of dean data (with
(®) Report the presence of outliers outliers removed)
Fitting method

(®) Least squares regression. Used most commonly,

(O Robust regression. Outliers have little impact.

() Poisson regression. Y values are counts of objects or events,

(O Don't fit the curve. Instead plot the curve defined by the initial values of the parameters.

Convergence criteria
How strict Medium v | [/ Automatically switch to strict convergence when needed
Maximum number of iterations Wj

Weighting method

(®) No weighting. Minimize the sum-of-squares of the distances of the points from the curve.

Choose when you expect the average distance between points and curve to be unrelated to
the value of Y.

(O weight by 1/¥~2. Minimize the sum of the squares of the relative distance of the points from the curve.
Choose when you expect the average distance between points and curve to be proportional to Y.

Oweightby | 1¥ B k= [z
Replicates

(®) Consider each replicate Y value as an individual point
(O Only consider the mean Y value of each point




Curve fitting
Example: Inhibition data.xlsx

Parameters: Monlinear Regression u

Model |Meﬁ10d I Compare | IConstrain I Initial values I Range | Output | Confidence | Diagnostics | Flag |

JF;arahgwetejs;lNc;r;I}ne;rlR;g;'r;ssi‘on‘ . - ;(T
Step by step analysis and consSiderations: | .. i cose comven misusie fome vt Conféone Dogestce Fog |
What question are you asking?
(O No comparison [
(O For each data set, which of two equations (models) fits best?
3_ cOmpare dlfferent Condltlons: (® Do the best-fit values of selected unshared parameters differ between data sets?

(O For each data set, does the best-fit value of a parameter differ from a hypothetical value?
(O Does one curve adequately fit all the data sets?
Comparison method
(O Akaike's Information Criterion (AICc). Select the model thatis /] If one fit is ambiguous or
most likely to have generated the data. ﬂ‘_agged, choose the other
(@) Extra sum-of-squares F test without formal comparison
Select the simpler model unless the P value is less than 0.05

Choose one or more parameters

[[Bottom Compare independent fits with a global fit that shares the
[J1op selected parameter(s).

LogEC50
%H:glope If you select one parameter, you are asking whether that

parameter differs among data sets. If you select all the
parameters, you are asking whether one curve adequately fits
all the data sets.

SelectAl | | Deselect Al

| o | o]

T &1 == AA AE TR /S NS THAA AR s 1




Curve fitting
Example: Inhibition data.xlsx

Inhibition
Parameters: Monlinear Regression hat No Inhibitor
1 einhibitor et 4
Model |I'~'1Eﬂ'|od I Compare | Constrain "Inltal values I Range | Output | Confidence | Diagnostics | Flag | ‘ 3501 L :
3001
2501
Step by step analysis and considerations:
1501
1- Choose a Model: o
not necessary to normalise N S - S -
. .. ) 10 9 -8 -7 -6 -5 -
should choose it when values defining 0 and 100 are precise log(Agonist)

variable slope better if plenty of data points (variable slope or 4 parameters)

2- Choose a Method: outliers, fitting method, weighting method and replicates

3- Compare different conditions:

@ Mo comparizan
lef in para meters ) Foreach data set, which of bwo equations [madels] fits best?

lef between Conditions for one or more pa rameters —» () Dathe best-fit values of selected unshared parameters differ bebween data sets?
Constraint vs no constraint ) Foreach data set, does the bestfit value of a parameter differ from a hypothetical value?
Diff between conditions for one or more parameters —» ) Does one curve adequately fit all the data sets?

4- Constrain:
depends on your experiment
depends if your data don’t define the top or the bottom of the curve



Curve fitting
Example: Inhibition data.xlsx

[Paramet:rs Monlinear Regression ﬁl 4507

Inhibition

¢ No Inhibitor
® Inhibitor RETEAE S 4

4001

3501

Model |Meﬁ10d I Compare | Constrain I Initial values I Range | Output | Confidence | Diagnostics | Flag | ‘
I

3001

2501

2001

Step by step analysis and considerations:
5- Initial values: 50; .
defaults usually OK unless the fit looks funny 0 9 8 7 6 5 4
log(Agonist)
6- Range:

defaults usually OK unless you are not interested in the x-variable full range (ie time)

7- Output:
summary table presents same results in a ... summarized way.

8 — Confidence: calculate and plot confidence intervals

9- Diagnostics:
check for normality (weights) and outliers (but keep them in the analysis)
check Replicates test
residual plots



Curve fitting

Inhibition 4 parameters

LogECS0 same for all data sets 450 e No Inhibitor
begbEbldedi{fcrent for each data set 400 L e E
< 0.0001 @ |nhibitor .
= ) - 350
e T Ny pothesis.
LogECS0 different for each data et 300
54.85 (1,48) 250
200
150
100
50
...... e
0
-10 -9 -8 -7 -6 -5 -4 -3
log(Agonist)
95% Confidence Intervals
Bottom -£1.30t0 2494 -2215t0 3156
Top 343310 3926 323.1t0 373.0
LogEC50 -7.324 to -5.991 -5.185 to -5.837
HilSlope 0.6347 to 1.159 0609510 1.186
ECS0 4.73%2-008 10 1.020e-007  |5.538-007 to 1.455e-006
| rsauare 0.9663 [oses3 |
Normalize 4 parameters
120

LogECS0 same for all data sets

e ECoi ]

fferent for each data set

< 0.0001

- TeEe: nul nypothesis

LogECS0 different for each data set

162.8 (1,52)

® No Inhibitor
@ |nhibitor

log(Agonist)

95% Confidence Intervals

LogECED 7137 to 6.897 6,057 to 5.830

HilSlope 0.6094 to 0.9184 0.6467 to 0.9480

ECS0 7.2952-008 to 1.268e-007 | 8.763e-007 to 1.481e-008
I R square 0.9580 ne63s |

450

Inhibition 3 parameters

@ No Inhibitor
< |nhibitor

LogECS0 same for all data sets

iferent for each data set

= 0.0001

—

T ypothesis

LogECS0 different for each data set

101.0 (1,50)

-3
log(Agonist)
85% Confidence Intervals
Bottom -30. 7410 2478 -11.65 to 30.07
Top 348.2to 383.2 324310 3614
LogECS0 -7.312t0 -7.008 -5.175 to -5.859
ECS0 4.875e-008 to 5.858e-008 §.677e-007 to 1.355e-006
[ | Rsquare [0.9655 [EE ]
Normalize 3 parameters
120
110 & No Inhibitor 0.ne curve for all data sets
priiisant=pury e for each data set
1001 @ Inhibitor 0000
90 T T hypothesis
80 Different curve for each data set
70 175.0 (1,54)
60
L R
40
30
20
10
0
-10 -9 -8 -7 -6 -5 -4 -3
log(Agonist)
95% Confidence Intervals
LogECS0 -T.144t0 5917 -5.0684 to -5.848
ECS0 T.1759e-008 to 1.209e-007 8.633e-007 to 1.420e-006
R =guare 0.9475 0.9568




Curve fitting

-

Inhibition 4 parameters \

 No Inhibitor

No inhibitor Inhibitor “1 o Inhibitor I ¢
Replicates test for lack of fit zzz
SD replicates 22.71 25.52 200
SD lack of fit 41.84 32.38 150
Discrepancy (F) 3.393 1.610 100
P value 0.0247 0.1989 %
Evidence of inadequate model? Yes No Jo o 8 7 +® 5 4 3 =
\ log(Agonist) /
Inhibition 3 parameters
0  No Inhibitor
Replicates test for lack of fit sso| & hibitOr
SD replicates 22.71 25.52 300
SD lack of fit 39.22 30.61 250
Discrepancy (F) 2.982 1.438 200
P value 0.0334 0.2478 0
Evidence of inadequate model? Yes No o
-CiO -9 -8 -7 -6 -5 -4 -3 -2
log(Agonist)
Normalize 4 parameters
ﬁs © No Inhibitor
Replicates test for lack of fit 190] @ tnhibiter
SD replicates 5.755 7.100 a0
SD lack of fit 11.00 8.379 o
Discrepancy (F) 3.656 1.393 I A
P value 0.0125 0.2618 .
Evidence of inadequate model? Yes No jg
510 -9 : -8 -7 -6 -5 -4 -3 -2
log(Agonist)
Normalize 3 parameters
ig ® No Inhibitor
Replicates test for lack of fit 1991 @ fnhibiter
SD replicates 5.755 7.100 80
SD lack of fit 12.28 9.649 o
Discrepancy (F) 4.553 1.847 A
0.0036 0.1246 -
Yes No 20

Have a go! ”

9 8 7 6 5 -4 -3 -2
log(Agonist)

4501

4001

3501

4501

4001

3501

3001

2501

2001

1501

1001

501

Inhibition 3 biological replicates

@ No Inhibitor

@ |nhibitor

log(Agonist)

Inhibition 3 biological replicates

log(Agonist)



Association between 2 continuous variables
Linear relationship
Diagnostics: Goodness-of-fit



Regression: Goodness of fit

e Question: Is there a relationship between time spent revising (Revise) and exam anxiety
(Anxiety)? And, if yes, are boys and girls different?

* Focus: how good is the model?

100

80; * Anxiety F

* Anxiety M
60: °

Anxiety

40:

201

0 20 40 60 80 100
Revise



Regression: Goodness of fit

Set of 5 clues

Clue 1: Graphical exploration of the data: linearity
Clue 2: Identification of outliers

Clue 3: R?, the Coefficient of determination

Clue 4: Distribution of residuals with statistical tests

Clue 5: Distribution of residuals with a QQ plot



Regression: Goodness of fit

e Clue 1: Graphical exploration of the data

100
801

601

Variable Y

401

207

0 20 40 60 80 100
Variable X



Regression: Goodness of fit

Clue 2: Identification of outliers

110,

5000 °
: — °
100 ®
40007
0] |+
30007
sn-f ——
_ ® 2000] o
70 ¢
;
] 1000 - - . . :

Categorical x and continuous y Continuous x and continuous y



Regression: Goodness of fit

Clue 3: Coefficient of determination

307 30-
25 25
(q\| - o (q\] - ( J [ ]
2 : ([ ] o 2 :
8 20 ° 8 20- . °
© L ) T - °
> P (] > : Y @
154 15 o
10 ||||||||| [rrrrrrrrd [rTrrrrrrord [rrrrrrrrd ] 10 i [rrrrrrror [rrrrrrrod [rrrrrrrri ]
1.5 2.0 2.5 3.0 3.5 15 2.0 2.5 3.0 3.5
Variable 1 Variable 1

R?=76% R? =46%



Regression: Goodness of fit

e Distribution of the residuals

241 Residuals: difference between each point
¢ and the predicted value (=Error)
221
>_
D 20
O
o
S 18-
S 18
161
®

Y16 18 20 22 24 26 28 30 32 34
Variable X
Residuals Distribution of Residuals



Regression: model goodness of fit

e Clue 4: Distribution of the residuals with statistical tests

e Statistical tests: significant departure from normality ?
— Anderson-Darling:

e cumulative distribution different from a normal one?

— D’Agostino-Pearson:
e asymmetry and shape different from normal distribution?

— Other tests: Shapiro-Wilk and Kolmogorov-Smirnov

Normal-ish

~

Dodgy

Dodgy Normal-ish

\

Dodgy
A _




Regression: Goodness of fit

* Clue 5: Distribution of the residuals with QQ plot

Normal QQ plot = Quantile — Quantile plot

110

E K

3 [roo- ‘.,[

)

d s

@ [ 90-

2

e

o @

4 Same mean N\ ) 80- ‘
Same SD 0
Same sample size ! ! J I
BUT 80 90 100 110

Q)erfectly normal distributionj Actual residuals




Goodness of fit: let’s do it
exam anxiety.xlsx (Don’t need ‘Exam’)

100

80; * Anxiety F
* Anxiety M
2 603 °
Q
x
c
< 401
(]
201
[ J
0 . . . —e \
0 20 40 60 80 100

Revise

Association between time spent revising and exam anxiety.
Are we getting it right?



Goodness of fit: let’s do it
exam anxiety.xlsx (Don’t need ‘Exam’)

Excel File Prism File
Table format: X Group A Group B
d| A | B | C | D | E | XY Revise Anxiety F Anxiety M
1 |Code Revise Exam Anxiety  Gender d ] X Y Y
2 2 11 65 88.716 Female 31 64 1 81.462
3 6 22 70  60.506 Female 32 |67 4 91340
3 7 16 20  81.462 Female 33 68 2 86 298
34 |70 29 63.730
5 8 21 55 75.82 Female 3 72 6 71790
5 9 25 50  69.372 Female =1 10 84,666
7 10 18 40 82.268 Female 37 |76 8 77432
3 14 18 50  75.014 Female 38 |77 5 82268
3 18 29 95  79.044 Female 39 |79 38 50834
0 19 4 50 91.134 Female 40 82 6 84.666
1 23 22 85  65.342 Female (18|63 60 20.206
» 42 |85 1 83.880
2 24 84 90 0.056 Female » o e 95 970
3 25 23 30 71.79 Female 14 88 1 62 118
4 26 26 60 81.462 Female 45 91 5 84 686
5 28 72 75 27.46 Female 46 |92 12 83.074
6 29 37 27 73.402 Female 47 |94 2 87.910
7| 31 3 75  89.522 Female 48 97 15 84.686/
8 32 36 90  75.014 Female 49 |99 13 70.984
9 36 9 10  79.044 Female g 100 14 78.238
51 (103 20 91.134
0 39 12 5 83.074 Female 52 1 4 56.298
1 42 8 45 78.238 Female 53 13 27 70178
2 44 22 70 74.208 Female 54 |4 53 §1.312
3 45 21 50 75.82 Female 55 |5 4 89.522
4 50 19 50  73.402 Female 56 |11 18 79.044
5 51 0 35  93.552 Female 51 12 16 80.656
6 52 52 80  58.894 Female 5 |13 13 70.178
7 53 38 50  53.252 Female 59 15 % A
60 |16 1 95.164
8 55 23 75  89.522 Female 51 117 Py 26 820
9 56 11 25 71.79 Female 62 120 2 54536
0 60 42 70 68.566 Female 63 |21 14 80.656
64 22 12 77.432
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Parameters: Nonlinear Regression

Model Method Compare Constrain<

Goodness of fit with Prism 8

meters: Nonlinear Regression

E-I\ulh-

- =1

Model Method Compare Constrain Initial values Range |

=== v

Semilog line —- X is log, Y is li
Semilog line - X is linear, Y
Log-og line - X and Y both |
Segmental linear regression
Continuous hinge function. !
Cumulative Gaussian - Per
Cumulative Gaussian -- Frac
Two intersecting lines. Fit th

#
Same as linear regression, but with
regression and automatically remov

Straight line
Analytical derivatives
.

Interpolate
[[Jinterpolate unknowns from stand:

T T

Outliers '
Se=an] Clue 2
(O Detect and eliminate outliers
Q=1 %
i (® Report the presence of outliers 810
e
\—————rOTOTHOINt (X0, YO)
Line through orign (® Least squares regression. Used most commonly.
Horizontal line (O Robust regression. Outliers have little impact.

(O Poisson regression. Y values are counts of objects or events,
(O Don't fit the curve. Instead plot the curve defined by the initi

Convergence criteria
How strict Medium [ Automatically switct
Maximum number of iterations @%
Weighting method

(® No weighting. Minimize the sum-of-squares of the distances

Choose when you expect the average distance between poin
the value of Y.

(O weight by 1/Y~2. Minimize the sum of the squares of the rela
Choose when you expect the average distance between poin

Oweightby |1y K= |2
Replicates
(® Consider each replicate Y value as an individual point

Only consider the mean Y value of each point

Parameters: Nonlinear Regression

T

Model Method Compare Constrain Initial values Range O |

What question are you asking?
(O No comparison

(O Does one curve adequately fit all the data sets?
Comparison method
() Akaike's Information Criterion (AICc). Select the model that is

most likely to have generated the data.

(® Extra sum-of-squares F test
Select the simpler model unless the P value is less than

Choose one or more parameters

[ox

Parameters: Nonlinear Regression

3 posiraip Ipitial values Range Output
1 Clue 3
=4

Are residuals Gaussian (normal)?

Confidence Diagnostics Flag

[ sum-of-Squares

[aice

|1 Anderson-Darling test
[+] D'Agostino-Pearson omnibus normality test

Clue 4

[+] shapiro-wilk normality test

E Kolmogorov-5Smirnov normality test with Dallal-Wilkinson-Liliefor P value

Are residuals clustered or heteroscedastic?
[JRuns test
What residual graph to create?
(O No residual graph

Replicates test

[[] Test for appropriate weighting (homoscedasticity)

t Compare independent fits w E J
[ [slope I selected parameter(s). (O Residual vs X plot ]
If you select one parameter O Residual vs ¥ plot g
parameter differs among da Homoscedasticity plot E
parameters, you are asking
al the data sets. ®QQphot
Are the parameters.
[[] covariance of parameth
[[] Dependency
[[JHougaard’s measure of skewness
[[IMake these diagnostics choices the default for future fits,
| SelectAl | | Deselect Al
Learn
bcan !

Have a go!

[UE—— I N b l !

T T




Regression: model goodness of fit

e Clue 1: Graphical exploration of the data: linear relationship

Anxiety

80:

60:

401

201

* Anxiety F
* Anxiety M

20 40 60 80
Revise

100



Goodness of fit with Prism 8

Clue 2: Identification of outliers

[=| Table of results 3 | [=| Outliers x| -
X A B
- Revise Anxiety F | Anxiety M
4 = X
1] 24 84.000 0.056
ID z-[sr 42.000 95.970
JL7e 2.000 10.000
e7/8
0 : . . : .24 .
0 20 40 60 80 100

Revise
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7
8
9

10
11
12
13
14

Regression: model goodness of fit

° Clue 3: Coefficient of determination

Nonlin fit
Table of results

Comparison of Fits
Null hypothesis
Alternative hypothesis
P value
Conclusion (alpha = 0.05)
Preferred model
F (DFn, DFd)

Slope different for each data set
Best-fit values
Yintercept
Slope
95% CI (profile likelihood)
Yintercept
Slope

A
Anxiety F

91.94
-0.8238

87.36 t0 96.52
-0.9880 to -0.6596

B
Anxiety M

84.19
-0.5353

78.93 t0 89.46
-0.7394 t0 -0.3312

Goodness of Fit

Degrees of Freedom A9 =tal

R squared 0.6746 0.3568
Sum of Squares 9322 8845
Sy.x 10.42 13.30

c
Global (shared)

Slope same for all data sets
Slope different for each data set
0.0299

Reject null hypothesis

Slope different for each data set
4.852 (1, 99)

e7/8

0 20 40 60 80 100

Revise



Anxiety

e Clue 4: Distribution of the residuals with statistical tests

Regression: model goodness of fit

0 20

Revise

100

J

P value summary

O~ WL LN =2 OO 0~ U bW M=

Females Males
Normality of Residuals
Anderson-Darling (A2*) 0.7493 3.041
P value 0.0478 <0.0001
Passed normality test (alpha=0.05)? No No
P value summary * e
D'Agostino-Pearson omnibus (K2) 14.43 68.42
P value 0.0007 <0.0001
Passed normality test (alpha=0.05)? No No
P value summary o e
Shapiro-Wilk (W) 0.9429 0.6997
P value 0.0161 <0.0001
Passed normality test (alpha=0.05)7? No No
P value summary * e
Kolmogorov-Smirnov (distance) 0.1243 0.1887
P value 0.0475 <0.0001
Passed normality test (alpha=0.05)7? No No

whh A

Significant departure
from normality

o0
2



Regression: model goodness of fit

* Clue 5: Distribution of the residuals with QQ plot

QQ plot

2
2
X
_ ®  |e87 S
® Anxiety F l
© ® Anxiety M
3 -
T 00—
w - T T T T - 1
& 4 0 20 40 60 100
, Revis
go; ,0
Q - 24 o
% 1|e78 [S] Table of results  x | [[=] Outhiers x |
o ,. - X A B
o i o Revise Anxiety F | Anxiety M
-50—_ . .
’ 1 24 34.000 0.056
7 87 42.000 95.970
3 |78 2.000 10.000

Actual residual



Goodness of fit with Prism 8

. Nonlin fit A B c
i . .
Table of results Anxiety F Anxiety M Global (shared)

y |
Comparison of Fits

Null hypothesis Slope same for all data sets 100

1

2

3 Alternative hypothesis Slope different for each data set

4 P value

5 Conclusion (alpha = 0.05) REJECt null hypothesis 801 . Anxiety =
6

7 * Anxiety M
8

Preferred model Slope different for each data set
F (DFn, DFd) 8.022 (1, 97)

601

9 Slope different for each data set

10 Best-fit values

11 Yintercept 92 25 86 97
12 Slope -0.8750 -0.6075
13 95% CI (profile likelihood)
14 Yintercept 88.35t0 96.14 83.66 to 90.29 201
15 Slope -1.016 to -0.7336 -0.7347 to -0.4804

16(Goodness of Fit r=-0.87, r2=76% |
T @

17 Degrees of Freedom : 0
18 R squared 0.7633 0.6530 l 0 20 40 60 80 100
19\  Sum of Squares '

20 Syx 8.849 8.213 Revise

r=-0.61, r’=65%

Anxiety
[ J
[ J

401 °

Normality of Residuals
Anderson-Darling (A2*)

> value 00831 ) 00821 | . There is a strong negative relationship between time spent
Passed nomely test (slpha=0.05)? V&S = Normality  reyising and exam anxiety and that relationship is significantly

P value summary ns ns 00

D'Agostino-Pearson omnibus (K2) 5458 Sla2 ~ stronger for girls than for boys (p=0.0056).
P value 0.7727 0.0768
Passed normality test (alpha=0.05)7? Yes es
P value summary ns ns







