
Introduction to Statistics

with GraphPad Prism 7



Outline of the course

ÅPower analysis with G*Power

ÅBasic structure of a GraphPad Prism project

ÅAnalysis of qualitative data

ÅChi -square test

ÅAnalysis of quantitative data

Åt -test , ANOVA , correlation and curve fitting



Power analysis

ÅDefinition of power : probability that a statistical test  will reject 

a false null hypothesis (H 0) when the alternative hypothesis (H 1) is 

true.

ÅTranslation : statistical power is the likelihood that a test will 

detect an effect when there is an effect to be detected .

ÅMain output of a power analysis :

ÅEstimation of an appropriate sample size

Å Too big : waste of resources,

Å Too small : may miss the effect (p>0.05)+ waste of resources,

Å Grants : justification of sample size,

Å Publications: reviewers ask for power calculation evidence,

Å Home office : the 3 R: Replacement, Reduction and Refinement.



Hypothesis

Experimental design

Choice of a Statistical test

Power analysis: Sample size

Experiment(s)

Data exploration

Statistical analysis of the results



Experimental design

Think stats !!

ÅTranslate the hypothesis into statistical questions:

ÅWhat type of data?

ÅWhat statistical test ?

ÅWhat sample size?

ÅVery important: Difference between technical and biological replicates.

Biological

n=3

Technical

n=1



Power Analysis

The power analysis depends on the relationship 

between 6 variables :

Åthe difference of biological interest

Åthe standard deviation

Åthe significance level

Åthe desired power of the experiment

Åthe sample size

Åthe alternative hypothesis (ie one or two -sided test )

Effect size



1 The difference of biological interest

Å This is to be determined scientifically, not statistically .

Åminimum meaningful effect of biological relevance 

Åthe larger the effect size, the smaller the experiment will 

need to be to detect it.

Å How to determine it ?

Å Substantive knowledge, previous research, pilot study é

2 The Standard Deviation (SD)

ÅVariability of the data 

ÅHow to determine it ?

ÅSubstantive knowledge, previous research, pilot study é

Å In ôpower contextõ: effect size : combination of both:

Å e.g.: Cohenõs d= (Mean 1 ðMean 2)/Pooled SD



3 The significance level

Åusually 5% (p<0.05 )

Åp-value is the probability that a difference as big as the one

observed could be found even if there is no effect .

ÅDonõt throw away a p-value=0.051 !

4 The desired power of the experiment : 80%

5 The sample size : Thatõs (often) the all point!

6 The alternative : 

Å One or two -sided test ?



Å Fix any five of the variables and a

mathematical relationship can be used to

estimate the sixth .

e.g. What sample size do I need to have a 80% probability (power ) to

detect this particular effect (difference and standard deviation ) at a

5% significance level using a 2-sided test ?

Difference                                 Standard deviation

Sample size

Significance level              Power 2-sided test ( )



Å Good news :

there are packages that can do the power analysis for

you ... providing you have some prior knowledge of the

key parameters!

difference + standard deviation = effect size

Å Free packages :

Å G*Power and InVivoStat

Å Russ Lenth's power and sample -size page:
Å http ://www .divms .uiowa .edu/~rlenth/Power/

Å Cheap package : StatMate (~ £30)

Å Not so cheap package : MedCalc (~ £275 )

http://www.divms.uiowa.edu/~rlenth/Power/


Qualitative data

Å= not numerical

Å = values taken = usually names (also nominal )

Åe.g. causes of death in hospital

ÅValues can be numbers but not numerical
Åe.g. group number = numerical label but not unit of 

measurement

ÅQualitative variable with intrinsic order in their 
categories = ordinal

ÅParticular case: qualitative variable with 2 categories: 
binary or dichotomous

Åe.g. alive/dead or male/female



Example of data (cats and dogs.xlsx) : 

ÅCats and dogs trained to line dance

Å2 different rewards: food or affection

ÅIs there a difference between the rewards?

Å Is there a significant relationship between the 2 variables?

ð are the animals rewarded by food more likely to line dance 

than the one rewarded by affection?

Å To answer this question:

ðContingency table

ðFisherõs exact test

Analysis of qualitative data

Food Affection

Dance ? ?

No dance ? ?

But first: how large do your samples need to be?



G*Power

Step1: choice of Test family

Power analysis with G*Power = 4 steps

Example case :

Preliminary results from a pilot study on cats: 

25% line -danced after having received affection 

as a reward vs. 70% after having received food.

A priori Power Analysis



Step 2 : choice of Statistical test

G*Power

Fisherõs exact test or Chi-square for 2x2 tables



Step 3: Type of power analysis

G*Power



Step 4 : Choice of Parameters

Tricky bit: need information on the size of the 

difference and the variability.

G*Power



Output : 

If the values from the pilot study are good predictors and 

if you use a sample of n=23 for each group, 

you will achieve a power of 81%.

G*Power



The Null hypothesis and the error types

Å The null hypothesis (H 0): H0 = no effect 

ð e.g.: the animals rewarded by food are as likely to line dance as the one 

rewarded by affection

Å The aim of a statistical test is to reject or not H 0.

Å Traditionally, a test or a difference are said to be 

òsignificant ó if the probability of type I error is: Ŭ=< 0.05

Å High specificity = low False Positives = low Type I error

Å High sensitivity = low False Negatives = low Type II error

Statistical decision True state of H 0

H0 True (no effect) H0 False (effect)

Reject H 0 Type I error Ŭ

False Positive

Correct

True Positive

Do not reject H 0 Correct

True Negative

Type II error ȁ

False Negative



Chi -square test

ÅIn a chi -square test, the observed frequencies for two or 

more groups are compared with expected frequencies 

by chance.

ðWith observed frequency = collected data

ÅExample with the cats and dogs.xlsx



Chi -square test (2)

Did they dance? * Type of Training * Animal Crosstabulation

26 6 32

81.3% 18.8% 100.0%

6 30 36

16.7% 83.3% 100.0%

32 36 68

47.1% 52.9% 100.0%

23 24 47

48.9% 51.1% 100.0%

9 10 19

47.4% 52.6% 100.0%

32 34 66

48.5% 51.5% 100.0%

Count

% within Did they  dance?

Count

% within Did they  dance?

Count

% within Did they  dance?

Count

% within Did they  dance?

Count

% within Did they  dance?

Count

% within Did they  dance?

Yes

No

Did they

dance?

Total

Yes

No

Did they

dance?

Total

Animal

Cat

Dog

Food as

Reward

Af fect ion as

Reward

Type of  Training

Total

Example : expected frequency of cats line

dancing after having received food as a

reward :

Direct counts approach :

Expected frequency=(row total)*(column total)/grand total

= 32*32 / 68 = 15 .1

Probability approach :

Probability of line dancing : 32 / 68

Probability of receiving food: 32 / 68

Expected frequency :(32 / 68)*(32 / 68)=0.22

22% of 68 = 15 .1

Did they dance? * Type of Training * Animal Crosstabulation

26 6 32

15.1 16.9 32.0

6 30 36

16.9 19.1 36.0

32 36 68

32.0 36.0 68.0

23 24 47

22.8 24.2 47.0

9 10 19

9.2 9.8 19.0

32 34 66

32.0 34.0 66.0

Count

Expected Count

Count

Expected Count

Count

Expected Count

Count

Expected Count

Count

Expected Count

Count

Expected Count

Yes

No

Did they

dance?

Total

Yes

No

Did they

dance?

Total

Animal

Cat

Dog

Food as

Reward

Af fect ion as

Reward

Type of  Training

Total

For the cats :

Chi 2 = (26-15.1) 2/15.1 + ( 6-16.9) 2/16.9 + 

(6-16.9) 2 /16.9 + (30 -19.1) 2/19.1 = 28.4

Is 28.4 big enough 

for the test to be significant?





Chi -square test: results

ÅIn our example: 

cats are more likely to line dance if they are given food as 

reward than affection (p<0.0001 ) whereas dogs donõt mind 

(p>0.99).
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Quantitative data

ÅThey take numerical values (units of measurement)

ÅDiscrete: obtained by counting

ðExample: number of students in a class

ðvalues vary by finite specific steps

Åor continuous: obtained by measuring

ðExample: height of students in a class

ðany values

ÅThey can be described by a series of parameters:

ðMean, variance, standard deviation, standard 

error and confidence interval



The mean

ÅDefinition: average of all values in a column

ÅIt can be considered as a model because it 
summaries the data
ðExample: a group of 5 persons: number of 

friends of each members of the group: 1, 2, 3, 3 
and 4
ÅMean: (1+2+3+3+4)/5 = 2.6 friends per person

ðClearly an hypothetical value

ÅHow can we know that it is an accurate 
model ?
ðDifference between the real data and the model 

created



The mean (2)

ÅCalculate the magnitude of the differences between 

each data and the mean:

ðTotal error = sum of difference

= 0

ÅNo errors ! 

ðPositive and negative: they cancel each other out.

From Field, 2000



Sum of Squared errors (SS)

ÅTo avoid the problem of the direction of the error: we 

square them

ðInstead of sum of errors: sum of squared errors (SS): 

ÅSS gives a good measure of the accuracy of the model

ÅBut: dependent upon the amount of data: the more data, the 

higher the SS.

ÅSolution: to divide the SS by the number of observations (N)

ÅAs we are interested in measuring the error in the sample to 

estimate the one in the population  we divide the SS by N -1 

instead of N and we get the variance (S2) = SS/N -1



Variance and standard deviation

ÅProblem with variance: measure in squared units

ðFor more convenience, the square root of the variance is 

taken to obtain a measure in the same unit as the original 

measure: 

Åthe standard deviation

ðS.D. = ã(SS/N-1) = ã(s2) = s

ÅThe standard deviation is a measure of how well the mean 

represents the data



Standard deviation

Small S.D : data close to the mean: 

mean is a good fit of the data

Large S.D .: data distant from the mean: 

mean is not an accurate representation



SD and SEM  (SEM = SD/ãN)

ÅWhat are they about?

ðThe SD quantifies how much the values vary from 
one another: scatter or spread 
ÅThe SD does not change predictably as you acquire more 

data. 

ðThe SEM quantifies how accurately you know the 
true mean of the population. 
ÅWhy? Because it takes into account: SD + sample size

ÅThe SEM gets smaller as your sample gets larger 

ðWhy? Because the mean of a large sample is likely to be 
closer to the true mean than is the mean of a small sample. 



SD and SEM

The SD quantifies the scatter of the data. The SEM quantifies how much we expect 

sample means to vary.



SD or SEM ?

ÅIf the scatter is caused by biological variability , 
it is important to show the variation. 
ðReport the SD rather than the SEM. 

ÅBetter even: show a graph of all data points .

ÅIf you are using an in vitro system with no 
biological variability, the scatter is about 
experimental imprecision (no biological 
meaning). 
ðReport the SEM to show how well you have 

determined the mean .



Confidence interval 

Å Range of values that we can be 95% confident contains the true mean of the 

population.

- So limits of 95% CI: [Mean - 1.96 SEM; Mean + 1.96 SEM] (SEM = SD/ãN)

Error bars Type Description

Standard deviation Descriptive Typical or average difference

between the data points and their

mean.

Standard error Inferential A measure of how variable the

mean will be, if you repeat the

whole study many times.

Confidence interval

usually 95% CI

Inferential A range of values you can be 95%

confident contains the true mean.



Analysis of quantitative data

ÅChoose the correct statistical test to answer 
your question:

ðThey are 2 types of statistical tests:

ÅParametric tests with 4 assumptions to be met by the 
data,

ÅNon -parametric tests with no or few assumptions (e.g. 
Mann -Whitney test) and/or for qualitative data (e.g. 
Fisherõs exact  and ɢ2 tests). 



Assumptions of Parametric Data

ÅAll parametric tests have 4 basic assumptions that 

must be met for the test to be accurate .

1) Normally distributed data

ðNormal shape, bell shape, Gaussian shape

ÅTransformations can be made to make data suitable 

for parametric analysis



Assumptions of Parametric Data (2)

ÅFrequent departure from normality :

ðSkewness : lack of symmetry of a distribution

ðKurtosis : measure of the degree of ôpeakedness õ in the 

distribution

ÅThe two distributions below have the same variance 

approximately the same skew, but differ markedly in 

kurtosis.

Flatter distribution: kurtosis < 0More peaked distribution: kurtosis > 0

Skewness > 0Skewness < 0 Skewness = 0



Assumptions of Parametric Data (3)

2) Homogeneity in variance
ÅThe variance should not change systematically 

throughout the data

3) Interval data
ÅThe distance between points of the scale should 

be equal at all parts along the scale

4) Independence
ÅData from different subjects are independent
ðValues corresponding to one subjects do not influence 

the values corresponding to another subject.

ðImportant in repeated measures experiments



Analysis of quantitative data

ÅIs there a difference between my groups regarding the 
variable I am measuring?
ðe.g.: are the mice in the group A heavier than the one in 

group B?

ÅTests with 2 groups:
ðParametric: t -test

ðNon parametric: Mann -Whitney/Wilcoxon rank sum test

ÅTests with more than 2 groups: 
ðParametric: Analysis of variance (one -way ANOVA)

ðNon parametric: Kruskal Wallis

ÅIs there a relationship between my 2 (continuous) 
variables?
ðe.g.: is there a relationship between the daily intake in 

calories and an increase in body weight?

ÅTest: Correlation (parametric or non -parametric)



Remember: 

Stats are all about understanding and 

controlling variation.

signal

noise

signal

noise

If the noise is low then the signal is detectable é
= statistical significance 

é but if the noise (i.e. interindividual variation) is large

then the same signal will not be detected 
= no statistical significance

In a statistical test, the ratio of signal to noise 

determines the significance.



Comparison between 2 groups: 

t -test 

ÅBasic idea: 

ðWhen we are looking at the differences between scores for 

2 groups, we have to judge the difference between their 

means relative to the spread or variability of their scores

ÅEx: comparison of 2 groups control and treatment



t -test (2)



t -test (3)
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CI overlap ~ 1 n=3
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t -test (4)

Å3 types:

ðIndependent t -test

Åit compares means for two independent 

groups of cases. 

ðPaired t -test

Åit looks at the difference between two 

variables for a single group:

ð the second sample is the same as the first after 

some treatment has been applied

ðOne-Sample t -test 

Åit tests whether the mean of a single variable 

differs from a specified constant (often 0) 



Example: coyote.xlsx

ÅQuestion: is there a difference in size between 

males and females coyotes ?

Å1 Power Analysis

Å2 Plot the data

Å3 Check the assumptions for parametric test

Å4 Statistical analysis: Independent t -test



G*Power

Independent t -test

A priori Power analysis

Example case:

You donõthave data from a

pilot study but you have

found some information in

the literature .

In a study run in similar

conditions as in the one you

intend to run, male coyotes

were found to measure :

92cm+/ - 7cm (SD )

You expect a 5% difference

between genders with a

similar variability in the

female sample .

You need a sample size of  n=76 (2*38 )



Coyote
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http://upload.wikimedia.org/wikipedia/commons/8/89/Boxplot_vs_PDF.png


Assumptions for parametric tests
Histogram of Coyote:Freq. dist. (histogram)
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Normality X

Counts OK here 
but if several groups of different sizes, 

go for percentages



Independent t -test: example
coyote.xlsx

Confidence interval
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Independent t -test: results 
coyote.xlsx

Homogeneity in variance X

Males tend to be longer than females 

but not significantly so (p=0.1045).

What about the power of the analysis?



Power analysis

You would need a sample 3 times bigger 

to reach the accepted power of 80%.

But is a 2.3 cm difference between genders biologically relevant (<3%) ?

Another example of t -test: working memory.xlsx



The sample size: the bigger the better?

Å What if the tiny difference is 

meaningless?

Å Beware of overpower

Å Nothing wrong with the stats: it is 

all about interpretation of the 

results of the test.

Å Remember the important first step of 

power analysis

Å What is the effect size of 

biological interest?

Å It takes huge samples to detect tiny differences but tiny samples 

to detect huge differences. 



working memory.xlsx

Normality X



Paired t -test: Results
working memory.xlsx

No test for homogeneity of variances


